
CS586 (25 Spring) : Student Lecture

20244076 Zhaoyan Wang
20244050 Xiangchen Liu

Vision-Language Model (VLM) 
for embodied navigation



 2

Review

Navigation with Probabilistic Generative Models: About Efficient 
Conditioning and its Architectures



 3

Embodied Navigation
Task definition

Embodied Navigation: A physically agent autonomously accomplish a 
user-specified task in a 3-D environment — without access to a privileged 
global map. 

The agent perceives the world only through its egocentric sensors (RGB-D, 
LiDAR, etc.), maintains internal memory, and decides a sequence of actions (e.g., 
turn ↔, move ↕, or Chain-of-Thought) that bring it finish the task. 
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Previous Embodied Navigation
Reinforcement Learning-based Navigation

Drawbacks: Low Sample Efficiency, Poor Generalization Ability, Large Sim2Real Gap  

Wijmans, Erik, et al. "Dd-ppo: Learning near-perfect pointgoal navigators from 2.5 billion frames." ICLR 2020.
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Vision-Language Model (VLM)
VLMs: 

Multimodal AI systems 

built by combining a LLM  

with a vision encoder, giving 

the LLM the ability to “see.”

With this ability, VLMs 
can process and provide 
advanced understanding of 
video, image, and text 
inputs supplied in the prompt 
to generate text responses.

https://www.nvidia.com/en-us/glossary/vision-language-models/
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Vision-Language Model (VLM)

https://www.nvidia.com/en-us/glossary/vision-language-models/
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VLM4Navigation

Navigation before VLM

What VLM brings

1. Reinforcement Learning or Imitation Learning
2. No Language Grounding ability
3. Lack of open-world generalization ability
4. Large Sim2Real gap 

1. Vision-Language Efficient Fusion
2. Improved Semantic Understanding ability
3. Significantly improved zero-shot ability
4. Cross-Task transfer become available 
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VLM4Navigation

four core task categories:

● Image-goal navigation

● Embodied Question Answering (EQA)

● Vision-Language navigation (VLN)

● Object-goal navigation
Categorized by Goal Specification Modality
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Image-goal Navigation
“Given an image of a target, an embodied agent must navigate in a 3D environment to reach 
that location.”

A paradigm shift in navigation, 
aiming to search targets without 
precise positional information, but 
relying solely on a goal image. 
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Image-goal Navigation

Savinov, Nikolay, Alexey Dosovitskiy, and Vladlen Koltun. "Semi-parametric topological memory for navigation." ICLR 2018.

TOPOLOGICAL MEMORY
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Image-goal Navigation
Apply VLM directly to action decision-making in embodied navigation.
Reformulate the navigation problem into image-based question answering.

Goetting, Dylan, Himanshu Gaurav Singh, and Antonio Loquercio. "End-to-End Navigation with Vision Language Models: Transforming Spatial 
Reasoning into Question-Answering." arXiv preprint arXiv:2411.05755 (2024).
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Embodied Question Answering
“What color is the car parked next to the tree?.”

It requires an embodied agent 
(usually a virtual or physical robot) 
to navigate and perceive within an 
environment in order to answer a 
question.

Vinyals, Oriol, et al. "Show and tell: A neural image caption generator." Proceedings of the IEEE conference on computer vision and pattern 
recognition. 2015.
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Embodied Question Answering

EmbodiedGPT ：

Through the 
training paradigm of 
"Embodied CoT ", VLM 
learns to generate 
structured task plans 
from visual inputs and 
establishes a 
closed-loop system 
from high-level 
planning to low-level 
action execution.

Mu, Yao, et al. "Embodiedgpt: Vision-language pre-training via embodied chain of thought." Advances in Neural Information Processing Systems 
36 (2023): 25081-25094.
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Embodied Question Answering

Overall framework of EmbodiedGPT

 Comparison between EmbodiedGPT and 
VisualGPT in the question-answering task

Caption Generation
Evaluation on embodied control tasks
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Vision-Language Navigation
“Given the egocentric image observation sequence with corresponding language instruction 
as input, following the text instruction and reach out to the target area.”

https://jacobkrantz.github.io/vlnce/
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Vision-Language Navigation

An, et. al. “Evolving Topological Planning for Vision-Language Navigation in Continuous Environment”, TPAMI 2024

TOPOLOGICAL GRAPH
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Vision-Language Navigation

Zhang, et al. "NaVid: Video-based VLM Plans the Next Step for Vision-and-Language Navigation." RSS 2024.

Using only RGB video 
as input and directly 
output low-level actions 
from a video-based 
vision-language-model

No need for translation, 
rotation, and depth 
information!
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Object-goal Navigation
“Given an object category, the embodied agent must navigate to the specified object in 
unknown 3D environment.”

https://aihabitat.org/challenge/2023/

Find an instance of an object category (‘find a chair’) by navigating to it, no prior map 
information, only use its onboard sensory input to explore and navigate.
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Object-goal Navigation

Semantic map-based Exploration

1. Lack of Zero-shot transfer ability
2. Limited categories of goal objects
3. Time-consuming training in Simulator
4. Sim-2-Real Gap

Chaplot, D.S.et. al. “Object Goal Navigation using Goal-oriented Semantic Exploration”, NeuIPS 2020
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Object-goal Navigation

Using VLM to judge navigation directions, use LLM to plan Dynamic Chain-of-Navigation 
Long, et. al. “InstructNav: Zero-shot System for Generic Instruction Navigation in Unexplored Environment”, CoRL 2024
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Unified Frameworks for Embodied AI
PKU Uni-Navid ： Unifying Embodied Navigation Tasks

Zhang, Jiazhao, et al. "Uni-NaVid: A Video-based Vision-Language-Action Model for Unifying Embodied Navigation Tasks." RSS 2025.

Uni-NaVid learns general 
navigation skills across 
four embodied navigation 
tasks.
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Unified Frameworks for Embodied AI

Compositional Navigation Task VLN 
Task

Embodied 
Question 

Answering
Task

Zhang, Jiazhao, et al. "Uni-NaVid: A Video-based Vision-Language-Action Model for Unifying Embodied Navigation Tasks." RSS 2025.
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Conclusions
VLM enable the agent with super powerful temporal-spatial understanding ability. 

“One ring to rule them all” become possible. Using one VLM to unify all embodied 

navigation tasks will be the future research direction

Some good research directions for future research

1. Agent-Human-Interaction

2. Flying-wheel high-quality data augmentation

3. Cross-Floor and Long-Horizon inference
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Quiz

Quiz 1. 
Visual-Language Models (VLMs) enable robots to jointly understand natural language 
instructions and visual scenes, thereby enhancing navigation tasks (True or False).

Quiz 2.
In VLMs-based Vision-Language-Navigation, the agent needs pose and depth information 
for training and inference (True or False)


