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Introduction & Motivation

[1] Gu, Jing et al. “Vision-and-Language Navigation: A Survey of Tasks, Methods, and Future Directions.” .arXiv preprint arXiv:2203.12667 (2022).
[2] https://www.cnet.com/home/smart-home/amazon-astro-review
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Introduction & Motivation

[1] Krantz, Jacob et al. “Beyond the Nav-Graph: Vision-and-Language Navigation in Continuous Environments.”, ECCV 2020
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Introduction & Motivation

https://ai.google.com/research/rxr/habitat
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Introduction & Motivation

[1] https://github.com/YicongHong/Thinking-VLN/tree/main
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Related works

[1] Krantz, Jacob et al. “Beyond the Nav-Graph: Vision-and-Language Navigation in Continuous Environments.”, ECCV 2020
[2] Krantz, Jacob et al. "Waypoint models for instruction-guided navigation in continuous environments.", ICCV 2021
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Related works

[1] Krantz, Jacob et al. “Beyond the Nav-Graph: Vision-and-Language Navigation in Continuous Environments.”, ECCV 2020
[2] Krantz, Jacob et al. "Waypoint models for instruction-guided navigation in continuous environments.", ICCV 2021

Simplified Settings:
1. Panorama Observation
2. Discrete Connectivity Graph
3. Jump-Point motion
Problem:
1. Super Large Sim2Real Gap
2. No discrete graph in physical world
3. Pose Estimation is imperfect. 
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Related works
Map-based VLN method

Noiseless depth image, rotation and translation estimation.

[1] Georgakis, Georgios et al. "Cross-modal map learning for vision and language navigation.", CVPR 2022.
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Related works
LLM-based  VLN method

[1] Zhou, Gengze, et al. "Navgpt: Explicit reasoning in vision-and-language navigation with large language models." AAAI 2023.
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Related works
Is there a simple way to achieve VLN?
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Related works
Video-Based Vision-Language Model (VLM)

[1] Li, Yanwei et al. "LLaMA-VID: An Image is Worth 2 Tokens in Large Language Models." ArXiv abs/2311.17043
[2] Lin, Bin et al. "Video-LLaVA: Learning United Visual Representation by Alignment Before Projection." ArXiv abs/2311.10122
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Problem Formulation



 16

Problem Formulation
From Video-based Question & Answer (VQA) to Navigation
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Methodology: THE PROPOSED NAVID AGENT
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Methodology: THE PROPOSED NAVID AGENT
From video QA to navigation
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Data collection
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Experiments
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Experiments
Real-World Experiments
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Conclusion & Limitations

➤  NaVid navigates in a human-like manner, requiring solely an on-the-fly 
video stream from a monocular camera as input, without the need for maps, 
odometers, or depth inputs.

➤ We collect 510K VLN video sequences from simulation environments and 
763K real-world caption samples to achieve cross-scene generalization.

➤ With more high-quality data and a better architecture, video-based VLM 
could be a promising pathway to achieve VLN.

Takeaway Messages
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