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Background: Vision-Language-Navigation (VLN)

“Given the egocentric image observation sequence with corresponding language instruction 
as input, following the text instruction and reach out to the target area.”
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Literature Survey
ETPNav: Evolving Topological Planning for Vision-Language Navigation in Continuous 
Environments

Contribution: The first Topology-graph-based VLN framework, including online/offline training
Limitation: Topology graph cannot extract detailed information of surrounding environment and spatial 
relationships between different rooms/objects

An, et. al. “Evolving Topological Planning for Vision-Language Navigation in Continuous Environment”, TPAMI 2024
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GridMM: Grid Memory Map for Vision-and-Language Navigation

Contribution: Ego-centric adaptive resolution Grid Memory map for spatial reasoning and navigation, divide 
image as many small batches to get detailed feature information. 
Limitation: It struggles with multi-floor indoor environment and fails to capture the room-level information

Literature Survey

(a): Maps with absolute coordinate
(b): Maps with relative coordinate

Wang, et. al. “Grid Memory Map for Vision-and-Language Navigation”, ICCV 2023
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BEVBert: Multimodal Map Pre-training for Language-guided Navigation

Contribution: Proposed a spatial-aware multimodal reasoning map for VLN task, use the local map to update 
the graph and the global map to learn the global-scale spatial relationship.
Limitation: It is not memory-efficient and cannot capture high-level spatial information

Literature Survey

An, et. al. “BEVBert: Multimodal Map Pre-training for Language-guided Navigation”, ICCV 2023



Goals & Limitations of prior works

Our Goals:

We propose a Spatial-Aware Vision-Language Navigation (SA-VLN) designed for continuous environment. 

1. Design a novel hierarchical scene representation that includes waypoint-object-room-floor layers to 
simultaneously capture different levels of scene semantics and the agent's navigation history, enabling 
stable long-horizon and cross-floor navigation.

2. Propose to use heterogeneous graph transformer to extract semantic and spatial features from the 
multi-layer map and align them with the instruction embeddings to guide the agent's planning process.
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System Overview



Methodology



Our Contribution

1. Multi-layer Map Design: Introduces a novel map with waypoint layer to encode scene 

semantics and agent navigation history, enabling long-horizon and cross-floor navigation.

2. Heterogeneous Graph Transformer: Extracts semantic and spatial features from the map 

and aligns them with language instructions to guide effective planning.

3. Viewpoint-Robust Feature Extraction: Filters unreliable views, synthesizes novel 
perspectives, and selects the optimal views based on vision-language model to 
improve map robustness and quality.

4. Superior Performance: Outperforms all state-of-the-art VLN models in continuous 
VLN environments, validating our proposed multi-layer scene representation and 
feature extraction methods.



Experiment settings: Vision-Language Navigation in Continuous environment (VLN-CE)
Datasets: 
1. Room-to-Room in Continuous Environment (R2R-CE [1])
2. Room-across-Room in Continuous Environment (RxR-CE [2]) 

Experiment settings and datasets

Krantz, et. al. “Beyond the nav-graph: Vision-and-language navigation in continuous environments”, ECCV 2020
Ku, et. al. “Room-Across-Room: Multilingual vision-and-language navigation with dense spatio-temporal grounding”, EMNLP 2020 10



Evaluation Metrics:
1. Navigation Error (NE): geometric distance in meters between the final and target location
2. Success Rate (SR): the ratio of paths with NE less than 3 meters
3. Oracle SR (OSR): SR given oracle stop policy
4. SR penalized by Path Length (SPL):
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Experiment settings and datasets



Preliminary results
Preliminary results on R2R-CE dataset: We outperform the single-layer scene representation-based methods 
on all sets in terms of NE, OSR, SR and SPL metrics. Especially, compared with our baseline methods, we 
surpasses in average 4% on val unseen split, 5% on test unseen split and 8% on val seen split, which validated 
the efficiency of our proposed method. This is the initial version of our SA-VLN and we are still in further 
refinement.

An, et. al. “Evolving Topological Planning for Vision-Language Navigation in Continuous Environment”, TPAMI 2024 12





Experiment: Cross-Floor Navigation
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Experiment: Room-across-Room
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More visualization result



More visualization result



Roles of each member

● Paper reading (XL, ZY)

● Idea development & Brainstorming (XL, ZY) 

● System development (XL, ZY)

● HGT development (ZY)

● Hierarchical Representation (XL)

● Experiment (XL, ZY)
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XL: Xiangchen Liu
ZY: Zhaoyan Wang


